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KINGS COLLEGE OF ENGINEERING 

Academic Calendar Academic Year 2019-2020 (Odd Semester) 

                                                                                                                                                                          JUNE & JULY 2019 

 

DATE DAY EVENTS 

20.06.19 Thursday College Reopens for II,III, IV  Year UG / II Year PG 

21.06.19 Friday  

22.06.19 Saturday Holiday 

24.06.19 Monday  

25.06.19 Tuesday  

26.06.19 Wednesday  

27.06.19 Thursday Class Committee Meeting I for II, III & IV Year / II Year PG 

 28.06.19 Friday Class Committee Meeting I for II, III & IV Year  

29.06.19 Saturday Holiday 

01.07.19 Monday Submission of  Status of Study Material to Principal by HODs  

Submission of  IHT Report to Principal by HODs 

02.07.19 Tuesday Submission of Class Committee Meeting I Minutes  to Principal by HODs 

03.07.19 Wednesday Staff Council Meeting - I 

04.07.19 Thursday  

05.07.19 Friday IQAC Meeting –I 

Professional Society Activities 

 06.07.19 Saturday Holiday 

08.07.19 Monday  

09.07.19 Tuesday Submission of IQAC Meeting I  Minutes  by IQAC Coordinator 

10.07.19 Wednesday Submission of  DRM I Minutes by HODs  to IQAC Coordinator 

11.07.19 Thursday  

12.07.19 Friday  

13.07.19 Saturday Working Day 

15.07.19 

 

Monday Submission of DRC Meeting I  Minutes to Principal  

Submission of  Class  Test I Marks Statement  for II, III & IV Year UG 

 16.07.19 Tuesday  

17.07.19 Wednesday Submission of Assessment Test I Question Papers to CCE office 

18.07.19 Thursday Staff Appraisal 

19.07.19 Friday Submission of Syllabus Completion Report by HODs 

Submission of Assignment I Status to Principal by HODs 

 20.07.19 Saturday Holiday 

22.07.19 Monday Assessment Test I Commences for UG II, III, IV Year & PG II Year 

 23.07.19 Tuesday  

24.07.19 Wednesday Assessment Test I Ends for PG II Year 

25.07.19 Thursday  

26.07.19 Friday II PG Project Review I 

27.07.19 Saturday Assessment Test I Ends for UG II, III, IV Year 

 29.07.19 Monday  

30.07.19 Tuesday  

31.07.19 Wednesday  

              NO. OF WORKING DAYS: 32 
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KINGS COLLEGE OF ENGINEERING 

Academic Calendar Academic Year 2019-2020 (Odd Semester) 

                                                                                                                                                                                     AUGUST 2019 

DATE DAY Events 
01.08.19 Thursday Submission of Assessment Test I Result Analysis by HODs  &  

Review Meeting With Principal 

Submission of Assessment Test I Answer Scripts to CCE office (MECH, EEE) 

 02.08.19 Friday Submission of Assessment Test I Answer Scripts to CCE office (CSE, CIVIL, ECE) 

Professional Society Activities 

 03.08.19 Saturday  Working day – Monday Order 

Counseling I for II, III & IV Year  

 05.08.19 Monday Class Committee Meeting  II for II, III & IV Year/ II Year PG 

 06.08.19 Tuesday Class Committee Meeting  II for II, III & IV Year 

07.08.19 Wednesday Staff Council Meeting II  

Submission of Counseling I Report 

 08.08.19 Thursday Submission of Class Committee Meeting II Minutes to Principal by HODs 

09.08.19 Friday IQAC Meeting –II 

 10.08.19 Saturday Holiday 

12.08.19 Monday Bakrid - Holiday 

13.08.19 Tuesday Submission of  Class  Test II Marks statement  for II, III & IV Year UG 

Submission of  DRM II Minutes by HODs  to IQAC Coordinator 

Submission of IQAC Meeting II  Minutes  by IQAC Coordinator 

 14.08.19 Wednesday Submission of Assessment Test II Question Papers to CCE office 

 15.08.19 Thursday Independence Day - Flag Hoisting Ceremony 

16.08.19 Friday Submission of DRC Meeting II  Minutes to Principal  

Submission of Syllabus Completion Report by HODs 

Submission of Assignment II Status to Principal by HODs 

 17.08.19 Saturday Working Day 

19.08.19 Monday Assessment Test II Commences for UG II, III, IV Year & PG II Year 

 20.08.19 Tuesday  

21.08.19 Wednesday Assessment Test II Ends for  PG II Year 

 22.08.19 Thursday  

23.08.19 Friday II PG Project Review II 

24.08.19 Saturday Assessment Test II Ends for UG II, III, IV Year 

 26.08.19 Monday  

27.08.19 Tuesday  

28.08.19 Wednesday  

29.08.19 Thursday Symposium - CSE, ECE, EEE 

Submission of Assessment Test II Result Analysis by HODs  &  

Review Meeting With Principal 

Submission of Assessment Test II Answer Scripts to CCE office (CIVIL,MECH)                       

 30.08.19 Friday Symposium - CIVIL, MECH 

Submission of Assessment Test II Answer Scripts to CCE office (CSE, ECE, EEE) 

31.08.19 Saturday Holiday 

            NO. OF WORKING DAYS: 23 
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KINGS COLLEGE OF ENGINEERING 

Academic Calendar Academic Year 2019-2020 (Odd Semester) 

                                                                                                                                                                              SEPTEMBER 2019 

DATE DAY Events 

02.09.19 Monday Vinayagar  Chaturthi – Holiday 

03.09.19 Tuesday  

04.09.19 Wednesday Staff Council Meeting III  

 
05.09.19 Thursday Teachers day 

06.09.19 Friday 
IQAC Meeting –III 

Professional Society Activities 

 07.09.19 Saturday Working day – Tuesday Order 

Counseling II for II, III & IV Year  

 
09.09.19 Monday Submission of IQAC Meeting III  Minutes  by IQAC Coordinator 

 10.09.19 Tuesday Muharram - Holiday  

  11.09.19 Wednesday Submission of  DRM III Minutes by HODs  to IQAC Coordinator 

Submission of Counseling II Report 

Class Committee Meeting III for  II, III & IV Year/ II Year PG 

 
12.09.19 Thursday Class Committee Meeting III for  II, III & IV Year 

 13.09.19 Friday Zeroth Project review for Final year UG 

Submission of Syllabus Completion Report by HODs 

14.09.19 Saturday Working Day  

16.09.19 Monday Submission of Class Committee Meeting III Minutes to Principal by HODs 

Submission of DRC Meeting III  Minutes to Principal  

Revision classes  Commences for UG II, III, IV Year – Phase I 

17.09.19 Tuesday  

 18.09.19 Wednesday Submission of Model Exam Question Papers  to CCE Office 

 19.09.19 Thursday  

20.09.19 Friday Revision classes  Ends  for UG II, III, IV Year – Phase I 

 21.09.19 Saturday Holiday 

23.09.19 Monday Model Exam: Theory 1 for UG II, III, IV Year & PG II Year 

 
24.09.19 Tuesday Model Exam: Theory 2 for UG II, III, IV Year & PG II Year 

 
25.09.19 Wednesday Model Exam: Theory 3 for UG II, III, IV Year & PG II Year 

 
26.09.19 Thursday Model Exam: Theory 4 for UG II, III, IV Year 

27.09.19 Friday Model Exam: Theory 5 for UG II, III, IV Year  

II PG Project Review III 

 28.09.19 Saturday Model Exam: Theory 6 for UG II, III, IV Year 

30.09.19 Monday Revision classes  Commences for UG II, III, IV Year – Phase II 

                 

           NO. OF WORKING DAYS: 22 
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KINGS COLLEGE OF ENGINEERING 

Academic Calendar Academic Year 2019-2020 (Odd Semester) 

 

                                                                                                                                                                                 OCTOBER 2019              

DATE DAY Events 
01.10.19 Tuesday  

02.10.19 Wednesday Gandhi Jayanthi - Holiday 

03.10.19 Thursday 

 

Staff Council Meeting IV  

Submission of Model Exam Result Analysis by HODs  &  

Review Meeting With Principal 

Submission of Model Exam Answer Scripts to CCE office (MECH, EEE) 

 04.10.19 Friday IQAC Meeting –IV 

Submission of Model Exam Answer Scripts to CCE office (CSE, CIVIL, ECE) 

 
05.10.19 Saturday Holiday  

 
07.10.19 Monday Ayutha Pooja - Holiday  

 
08.10.19 Tuesday Vijaya Dasami - Holiday  

09.10.19 Wednesday Submission of IQAC Meeting IV  Minutes by IQAC Coordinator 

 10.10.19 Thursday Submission of  DRM IV Minutes by HODs  to IQAC Coordinator 

 11.10.19 Friday Revision classes  Ends  for UG II, III, IV Year – Phase II 

 12.10.19 Saturday Holiday  

 

14.10.19 Monday 
Revision classes  Commences for UG II, III, IV Year – Phase III 

Submission of Subject Allocation Report for next semester 

15.10.19 Tuesday Submission of DRC Meeting IV  Minutes to Principal  

 16.10.19 Wednesday Stock Verification & ISO Internal Audit Commences 

17.10.19 Thursday  

18.10.19 Friday  

19.10.19 Saturday 
Revision classes  Ends  for UG II, III, IV Year – Phase III 

Last Working day – Wednesday Order 

 
21.10.19 Monday Commencement of Practical Examinations 

22.10.19 Tuesday  

23.10.19 Wednesday  

24.10.19 Thursday  

25.10.19 Friday Stock Verification & ISO Internal Audit  Ends 

26.10.19 Saturday  

28.10.19 Monday  

29.10.19 Tuesday  

30.10.19 Wednesday Submission of Report on Stock Verification, ISO Internal Audit  by coordinators 

31.10.19 Thursday  

             

           NO. OF WORKING DAYS: 22 
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KINGS COLLEGE OF ENGINEERING 

Academic Calendar Academic Year 2019-2020 (Odd Semester) 

 

                                                                                                                                                                               NOVEMBER 2019             

DATE DAY Events 

01.11.19 Friday Last Date for submission of LM, QB for next semester 

02.11.19 Saturday Holiday 

04.11.19 Monday  

05.11.19 Tuesday  

06.11.19 Wednesday Commencement of End Semester Examinations 

Staff Council Meeting V  

 07.11.19 Thursday  

08.11.19 Friday IQAC Meeting – V 

 09.11.19 Saturday  

11.11.19 Monday Submission of  DRM V Minutes by HODs  to IQAC Coordinator 

 12.11.19 Tuesday Submission of IQAC Meeting  V  Minutes  by IQAC Coordinator 

 13.11.19 Wednesday  

14.11.19 Thursday  

15.11.19 Friday Submission of DRC Meeting  V  Minutes to Principal 

 16.11.19 Saturday Holiday  

18.11.19 Monday  

19.11.19 Tuesday  

20.11.19 Wednesday  

21.11.19 Thursday  

22.11.19 Friday  

23.11.19 Saturday  

25.11.19 Monday  

26.11.19 Tuesday  

27.11.19 Wednesday  

28.11.19 Thursday  

29.11.19 Friday  

30.11.19 Saturday  

             

           NO. OF WORKING DAYS: 24 

        PRINCIPAL 

          CC: Secretary/ CEO 

                  VP/HODs/ AO 

                DW-Hostels/Transport/Canteen/HS-GH 
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3003 

UNITI-LINEAR DATA STRUCTURES - LIST 
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9 

-singly linked lists- circularly linked lists- doubly-linked lists applications of lists -Polynomial 
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UNIT I1- LINEAR DATA STRUCTURES - STACKS, QUEUES 

Stack ADT - Operations Applications Evaluating arithmetic expressions- Conversion of Infix to 

postfix expression Queue ADT Operations Circular Queue Priority Queue deQueue 

applications of queues. 

UNIT I1- NON LINEAR DATA STRUCTURES - TREES 9 

Tree ADT- tree traversals Binary Tree ADT - expression trees - applications of trees binary 

search tree ADT -Threaded Binary Trees- AVL Trees B-Tree - B+ Tree Heap - Applications of 

heap. 

UNIT IV -NON LINEAR DATA STRUCTURES -GRAPHS 9 

Definition Representation of Graph Types of graph Breadth-first traversal Depth-first 

traversal Topological Sort - Bi-connectivity Cut vertex - Euler circuits - Applications of graphs.
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Searching- Linear Search Binary Search. Sorting -Bubble sort Selection sort Insertion sort 

Shell sort Radix sort. Hashing- Hash Functions 

9 

Separate Chaining - Open Addressing 

Rehashing Extendible Hashing. 

TOTAL: 45 PERIODS 

cdhergl4l19
SIGNATURE OF STAFF INCHARGE

DS 2 KCEICSE/QB/IIYR/DS 



KCE/DEPT. OF CSE 
FORMAT: QP09 

KINGS CERT 

COLLEG OF ENSN * 
NAAC Accratiwd Insrirurion 

provd by CTE New Delbi Ahate d ca 

SO SO01 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 
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COURSE OBJECTIVE 

1. To understand the concepts ofADTs 
To Learn linear data structures - lists, stacks, and queues 2. 
To understand sorting. searching and hashing algorithms 3. 

4 To apply Tree and Graph structures 

TEXT BOOKS 

T1. Mark Allen Weiss, "Data Structures and Algorithm Analysis in C", 2nd Edition, Pearson 

Education,1997. 
T2. Reema Thareja, "Data Structures Using C", Second Edition, Oxford University Press, 2011 

REFERENCE BOOKSS 

R1. Thomas H. Cormen, Charles E. Leiserson, Ronald L.Rivest, lifford Stein, "Introduction to 

Algorithms", Second Edition, Mcgraw Hill, 2002. 

R2. Aho, Hopcroft and Ullman, "Data Structures and Algorithms", Pearson Education,1983. 
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(Topic.No:40) 
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FORMAT : QP09 KCE/DEPT. OF CSE 

Topic Topic Books for Page 
Reference No. 

Teaching 
Methodology Hours 

No. of Cumulative 
No. of 

Required periods 

No 

UNITI LINEAR DATA STRUCTURES - LIST 9+1 

Abstract Data Types 

(ADTs) 
1. T1 57-58 BB 01 01 

2. List ADT T1 58-5 BB 
3 Array-based 

implementation_
Linked 

T1 59-59 BB 01 02 

4. list T1, W1 59-61 PPT 02 04 
implementation- 
Singly linked lists 

Circularly linked lists 
Doubly-linked lists 

5. T1 68-68 
67-68 

PPT 01 05 
T1 BB 01 06 

Applications of lists 
Polynomial 

Manipulation 
All 

(Insertion, 
Merge, Traversal)_ 

LEARNING OUTCOME 

T1 73-78 
68-70 

BB 01 07 
8. T1 BB 01 08 

9 operations 
Deletion, 

T1 61-65 BB 02 10 

At the end of unit, students will be able to 

Gain knowledge on Abstract data type & Linked lists 
Implement the operations on various lists. 

UNIT II LINEAR DATA STRUCTURES - STACKS, QUEUES 9+1 
10. Stack ADT T1 78-79 BB 01 11 
11. Operations 

Applications 
Evaluating 

T1 79-86 BB 01 12 
12. T1 87-87 BB 01 13 

13. arithmetid T1 87-90 BB 01 14 
expressions 

14. Conversion of Infix to T1 90-93 BB 01 15 
postfix expression 
Queue ADDT 15. T1 95-95 PPT 01 16 

16. Operations 
Circular Queue 

T1,W2 96-99 

17. T2 260-263 BB 01 17 
R2 95-99 

18. Priority Queue 268-271| T2 BB 01 18 
19. DeQueue T2 264-267 BB 01 19 

20. Applications of queues T1 100-101 Sem 01 20 

DS 4 
KCEICSE/IQB/II YR/Ds 



FORMAT : QP09 KCE/DEPT. OF CSE 

No. of Cumulative 
Topic Books for Teaching No. of Page No. Methodology Requiredperioas 

Topic Hours 
No Reference 

LEARNING OUTCOME

At the end of unit, students will be able to 

.Understand about Linear data structures Stacks and Queues 
.Implement the operations on Stack and Queue. 

.ldentify appropriate data structures to handle data. 
UNIT III NON LINEAR DATA STRUCTURES - TREES 9+1 

21. Tree ADT T1 106-106 BB 01 21 

NPTEL T1, W3107-1111 
111-112 
113-1165 
294-296 

2.Tree traversals 02 23 

23. Binary Tree ADT TI 

24 Expression trees 
25. Applications of trees T2 BB 01 24 

116-117 Binary search tree ADT 

Threaded Binary Trees 
26. T1 BB 01 25 

27. T2 311-315 BB 01 26 

28. AVL Trees T1 126-131 BB 01 27 

29. B-Tree T1 | 149-152 BB 01 28 

30. B+Tree T1 152-154 BB 01 29 

150-153 
193--194 
205-207 

R3 

31. Heap 
32.Applications of heap 

LEARNING OUTCOME 

T1 BB 01 30 
T1 

At the end of unit, students will be able to 

.Understand various non linear data structures 
Implement various operations on trees. 

Appraise the application of trees. 
UNIT IV NON LINEAR DATA STRUCTURES - GRAPHS 9+1 

33. Definition T1 200-300 BB 01 31 

34. Representation of Graph| T1, W4 300-302 PPT 

35. Types of graph T2 384-386 BB 01 32 

36. Breadth-first traversal T2 393-396 BB 01 33 

37. Depth-first traversal 

38. Topological Sort 

39. Bi-connectivity 
40. Cut vertex 

T2 397-399 BB 01 34 

302-306 BB 01 35 

T1 338-342 BB 01 36 

R1, W5 220-224 PPT 01 37 
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FORMAT:QP09 KCE/DEPT. OF CSE 

No. of 
Hours Books for Page No. Methodology Required 

Cumulative
No. of 

Topic Teaching Topic No Referenceage No. 
periods 

41. Euler circuits 342-345 BB 01 38 
42. Applications of graphs T2 419-423| BB 02 40 

LEARNING OUTCOME 

At the end of unit, students will be able to 

Gain knowledge about non-linear data structures. 

Implement the operations on graphs. 
UNIT V SEARCHING, sORTING AND HASHING TECHNIQUES 9+1 

424-424 
424-426 
| 426-428 

43. Searching T2 BB 01 41 
44. Linear Search T2 BB 
45. Binary Search 

Sorting 
T2 BB 01 42 

46. T1 235-236 BB 01 43 
47. Bubble sort T2 434-437 
48. Selection sort T2 440-442 

236-237 
238-240 
|450-543 
|165-165 
166-168 
168-172 
173-180 
181-183 
331-334 
|184-190 

BB 01 44 

49. Insertion sort T1 BB 01 45 
50. Shell sort T1 01 46 

51. Radix sort T2,W6 CBT 

52. Hashing T1 BB 01 47 

53. Hash Functions T1 

Separate Chaining 
Open Addressing 
Rehashing8 

54. T1 BB 01 48 

55. T1 BB 

56. T1 BB 01 49 
R4 

57. Extendible Hashing T1 BB 01 50 

LEARNING OUTCOME 

At the end of unit, students should be able to 

Gain knowledge about sorting and searching algorithms 
Implement sorting and hashing techniques. 
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FORMAT : QP09 KCE/DEPT. OF CSE 

COURSE OUTCOME 

At the end of the course, the students will be able to 

1. Implement abstract data types for linear data structures. 

2. Apply the different linear and non-linear data structures to problem solutions. 

3. Critically analyze the various sorting algorithms. 

CONTENT BEYOND THE SYLLABUS 

1. Spanning trees (Virtual Lab Session) 

INTERNAL ASSESSMENT DETAILS 

ASST. NO. MODEL 

Topic Nos. 1-14 15-32 1-57 

Date 

ASSIGNMENT DETAILS 

ASSIGNMENT 

Topic Nos. for 1-14 PCE 
reference 

Activity 

Be oe 
AT 

Befere 
ATl 

Deadline 
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FORMAT :QP09 KCE/DEPT. OF CSE 

ASSIGNMENT I (20 marks) ASSIGNMENT II (20 marks) 

BEFORE AT-I BEFORE AT-II 

(Written Assignment) PCE Skills Activity 

Part A 

List down any four applications of data Activity 1: Application of concept-Consider 
five cities: (1) New Delhi, (2) Mumbai, (3) 
Chennai, (4) Bangalore, and (5) Kolkata, and a 
list of flights that connect these cities as shown 

1. 

structures. 

Define linked lists. 2. 
3. Give few examples for data structures 

4. What are the three ways to represent 
arithmetic expression? 

in the following table. Use the given information 

to construct a graph and explain.(10) 
Flight No.Origin 
101 

Explain the usage of stack in recursive 

algorithm implementation. 
5. Destination 

2 
102 3 

Part B 103 
a. Explain in detail three applications of 

linked list with suitable example 

b.Write routines to implement addition, 

1. 104 4 

| 105 

106 
subtraction & differentiation of two 

107 5 1 
polynomials. 

108 4 
2. Explain the array and linked list 

implementation of Stack. Illustrate the 
application of stack. 
Write a procedure to convert the given 

infix expression to postfix expression 

and postfix to infix expression using 

109 

110 
Activity 2: GATE questionnaire 

Activity 3: Concept Map- Sorting Algorithm 
Activity 4: Virtual Lab exercise - Expression 

3. 

stack. trees 

Activity 5: Coding exercise - Trees & Graphs 

|Activity 6: Google classroom -Quiz 

KLAl0oa. 
Prepared by 914l19 
Ms.K.Abhirami 

Verified By 
HOD/CSE 

J 

Approved by 

234l 

PRINCIPAL 
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UNIT  I – LINEAR DATA STRUCTURES 

PART- A 

 

1. State the advantage of ADT      (AU-ND 2018) 
 ADT is reusable and ensures robust data structure. 
 It reduces coding efforts. 
 Encapsulation ensures that data cannot be corrupted. 
 ADT is based on principles of Object Oriented Programming (OOP) and Software 

Engineering (SE). 

 It specifies error conditions associated with operations. 

 

2. What are the disadvantage of linked list over array?     (AU-ND 2018) 
 Random access is not allowed. We have to access elements sequentially starting 

from the first node. So we cannot do a binary search with linked lists. 
 Extra memory space for a pointer is required with each element of the list. 
 Arrays have better cache locality that can make a pretty big difference in 

performance. 
 

3. What is called as Data Structure. 
 Data structure is an arrangement of data in computer's memory. It makes the 

data quickly available to the processor for required operations. 
 It is a software artifact which allows data to be stored, organized and 

accessed. 
 It is a structure program used to store ordered data, so that various operations 

can be performed on it easily. 
 

4. Differentiate between data type and data structure.  
Data Type: Data Type of a variable is a set of values the variable may assume. Eg. 
int, char & real  
Data Structures: Data structure mean the way of organizing data values with the 
help of existing data types. Eg. Array, stack queue, & tree. 
 

5. State the significance of data structure. 
 Data structure is important because it is used in almost every program or 

software system. 
 It helps to write efficient code, structures the code and solve problems. 
 Data can be maintained more easily by encouraging a better design or 

implementation. 
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 Data structure is just a container for the data that is used to store, manipulate 
and arrange. It can be processed by algorithms. 

 
 

PART-B 
 

1.i.   State the polynomial representation for 6x3+9x2+7x+1 using linked list.   
         Write procedure to add and multiply two polynomial and explain with suitable 

example.                   AU-ND 2018(7) 
  ii.   What are the ways to insert a node in linked list?.  Write an algorithm for inserting    

a  node before a given node in a linked list.        AU-ND 2018(6) 
2.i.   What are the various operations on array?.  Write a procedure to insert an element 

in the middle of the array.          AU-ND 2018(7) 
   ii.   Write a procedure to delete the last node from a circular linked list.  

   AU-ND 2018 (6) 
3.i.   Develop an algorithm to merge two sorted linked list into a single sorted list.  (7) 
  ii.  Explain the operation of inserting an element at the front, middle and rear in a 

doubly linked list.          (6) 
4.   Describe the routines to perform the following operations on linked list:  Create, 

Insert, Delete, Traverse, Search, Concatenation and display.              (13) 
5.i. Explain about polynomial manipulation with example    (7) 
  ii.   Enumerate on the application of lists.       (6) 
6. Develop an algorithm to perform the following operations in a doubly linked list 
 Insert a node at the end of the list. 
 Delete the last node in the list. 
 Search an element in the list.                                 (13) 
7.     Develop an algorithm for deletion and traversal operation on doubly linked list (13) 
8.     Construct an algorithm for creation and insertion operation on circular linked  
         list.                      (13) 
9.    Consider an array A[1: n] Given a position, write an algorithm to insert an element 

in the Array. If the position is empty, the element is inserted easily. If the position is 
already occupied the element should be inserted with the minimum number of 
shifts. (Note: The elements can shift to the left or to the right to make the minimum 
number of moves).                     (13) 

10. Develop an algorithm to add the values of the nodes in a linked list and calculate the 
mean                      (13)  

11. Explain the steps involved in the following insertion operations on a singly linked 
list. 

 Insert the node in the start and end.       (7) 
 Insert the node in the middle of the list.      (6) 
12. Explain an algorithm to split a linked list into two sub lists containing odd and even 

ordered element in them respectively.                 (13) 
13. Describe the various operations of the list ADT with examples              (13) 
14. Illustrate how polynomial manipulations are performed using lists?.  Explain with 

suitable example.                    (13) 
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15.  Discuss the procedure for cursor based linked list implementation and to perform 
various operations on it.                   (13) 

 
 

UNIT II – LINEAR DATA STRUCTURES – STACKS, QUEUES 
 

PART – A 
 

1. What are the application of stacks?.                                                         (AU-ND 2018) 
Following are the applications of stack: 
 Expression Evaluation 
 Expression Conversion 

o      Infix to Postfix 
o      Infix to Prefix 
o      Postfix to Infix 
o      Prefix to Infix 

 Backtracking 
 Memory Management 
 

2. What are priority queues?.  What are the ways to implement priority queue?. 
     (AU-ND 2018) 

Priority Queue is an extension of queue with following properties. 
 Every item has a priority associated with it. 
 An element with high priority is dequeued before an element with low 

priority. 
 If two elements have the same priority, they are served according to their 

order in the queue. 
 Priority queue can be implement 

o Using array 
o Using heaps 

 
3. Explain stack data structure in brief. 

 Stack is an ordered list of the same type of elements. 
 It is a linear list where all insertions and deletions are permitted only at one end 

of the list. 
 Stack is a LIFO (Last In First Out) structure. 
 In a stack, when an element is added, it goes to the top of the stack. 
 When a stack is completely full, it is said to be Overflow state and if stack is 

completely empty, it is said to be Underflow state. 
 

 
4. List the operations that can be performed in a stack.  Explain briefly. / State 

stack ADT 
A Stack contains elements of same type arranged in sequential order. All 
operations takes place at a single end that is top of the stack and following 
operations can be performed: 
 

http://quiz.geeksforgeeks.org/queue-set-1introduction-and-array-implementation/
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There are two basic operations performed in a Stack: 
 Push() - is used to add or insert new elements into the stack. 
 Pop() - is used to delete or remove an element from the stack.  

    Other operations that can be performed in a stack are: 
 peek() – gets the top element of the stack without deleting it. 
 isempty() – checks whether the stack is empty or not 
 isnull() – used to check whether stack is full or not. 
 Size() – returns the number of elements in the stack. 

 
5. What is Queue?. 

 Queue is a linear data structure where the first element is inserted from one end 
called REAR and deleted from the other end called as FRONT. 

 Front points to the beginning of the queue and Rear points to the end of the 
queue. 

 Queue follows the FIFO (First - In - First Out) structure. 
 According to its FIFO structure, element inserted first will also be removed first. 
 In a queue, one end is always used to insert data (enqueue) and the other is used 

to delete data (dequeue), because queue is open at both its ends. 

 
 
6. List the types of Queue. 

There are four types of Queue. 
 Simple queue 
 Circular queue 
 Priority queue 
 Dequeue (double ended queue) 
 

7. Tabulate the operations that can be performed on queue.  
Operations Description 
enqueue() This function defines the operation for adding an element into 

queue 
dequeue() This function defines the operation for removing an element  

from queue 
init() This function is used for initializing the queue. 
front Front is used to get the front data item from a queue 
rear Rear is used to get the last item from a queue. 

 
8. Write short note on Simple Queue. 

Simple queue defines the simple operation of queue in which insertion occurs at the 
rear of the list and deletion occurs at the front of the list. 
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PART-B 
 

1.   Write the procedure to convert the infix expression  to postfix expression and steps 
involved in evaluating the postfix expression.  Convert the expression A-
(B/C+(D%E*F)/G)*H to postfix form.  Evaluate the given postfix expression                        
9 3 4 * 8 + 4 / -              (AU-ND 2018) 

2. What are circular queues.  Write the procedure to insert an element to circular 
queue  and delete an element from a circular queue using array implementation. 

      (AU-ND 2018) 
3.a.Describe with an example how to evaluate arithmetic expression using stacks        (7) 
   b. Explain about stack ADT in detail.        (6) 
4.a. Describe the procedure for array based implementation of stack    (7)  
    b.Explain linked list based implementation of stack.      (6) 
5.a.Write the algorithm to convert an infix expression to a postfix expression. Trace the   

algorithm to convert infix expression (a+b)*c/d+e/f to a postfix expression.  (8) 
   b. Justify the need for infix and postfix expression.      (5) 
6.a.Give an algorithm for push and pop operation on stack using linked list.   (7) 
    b.Discuss about addition and deletion operation on a circular queue with necessary     

algorithms.           (6) 
7.a.Illustrate the evaluation of postfix expression.       (7) 
    b.Describe process of converting infix expression to postfix expression using stack  (6) 
 
8.a.Write  an algorithm that checks if expression is correctly parenthesized using stack 

and illustrate with an example.         (7) 
   b.Write the function to examine whether the stack is full() or empty().   (6) 
9.a.Describe about Queue ADT in detail.        (7) 
   b.Explain any application of queue with suitable example.     (6) 
10.Explain about the operations of Queue with example.                (13) 
11.Analyze and write algorithm to implement queue function using array.             (13) 
12.Develop an algorithm to perform the operations in a doubly ended queue 

implemented as an array.                   (13) 
13.Illustrate Circular queue implementation and its operations.               (13) 
14.Discuss priority queue implementation, its operation and application.             (13) 
15.Discuss the procedure and trace the evaluation of the expression using  stack  
      12+3*4-(5*16)+7(15)                    (13)
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UNIT III – NON LINEAR DATA STRUCTURES – TREES 
 

PART – A 
 
 

1. Show the result of in-order traversal of the binary search tree given in figure 2. 
 
 
 
 
 
 
 
 
 

Fig.1 
In-order traversal of the tree : 1 2 3 4 5 6 7 9 

     (AU-ND 2018) 
2. For the tree in Figure 2.  

a. List the siblings for node E 
b. Compute the height  

                  (AU-ND 2018) 
 

 
 

                               FIG.2 
 

 
 
 
 
 
 
 
 
 

            
Sibling for node E is D, Height  of the given tree is 5 

 
 
3.   Write short note on Tree data structure. 

 Tree is a hierarchical data structure which stores the information naturally in 
the form of hierarchy style. 

 Tree is one of the most powerful and advanced data structures. 
 It is a non-linear data structure compared to arrays, linked lists, stack and 

queue. 
 It represents the nodes connected by edges. 
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4.   Schematically represent tree structure with its various entities involved. 
 

 
 
5.  Explain height of node & tree, depth of node, degree of node and edge of a tree. 
 

Height of 
Node 

Height of a node represents the number of edges on the longest path 
between that node and a leaf. 

Height of 
Tree 

Height of tree represents the height of its root node. 

Depth of 
Node 

Depth of a node represents the number of edges from the tree's root 
node to the node. 

Degree of 
Node 

Degree of a node represents a number of children of a node. 

Edge Edge is a connection between one node to another. It is a line between 
two nodes or a node and a leaf. 

 
6. List the advantage of Tree data structure. 

 Tree reflects structural relationships in the data. 
 It is used to represent hierarchies. 
 It provides an efficient insertion and searching operations. 
 Trees are flexible. It allows to move subtrees around with minimum effort. 

 
7. Explain External and Internal node of a tree. 

 If node has no children, it is called Leaves or External Nodes. 
 Nodes which are not leaves, are called Internal Nodes. Internal nodes have at 

least one child. 
 A tree can be empty with no nodes or a tree consists of one node called the Root. 

 
 
8.  Schematically represent height of a tree. 
      Height of a node defines the longest path from the node to a leaf.  
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PART-B 
 

1.    Write the following routines to implement the basic binary search tree operations. 

         a. Perform search operation in binary search tree. 

         b. Find_min and Find_max            (AU-ND 2018) 

2. Distinguish between B Tree and B+ tree.  Create a B tree of order 5 by inserting the 

following elements: 3,14,7,1,8,5,11,17,13,6,23,12,20,26,4,16,24,25,19. 

                                   (AU-ND 2018) 

3.   Write an algorithm to perform preorder, inorder and postorder traversal on a     
binary tree.                     (13) 

4.   Explain insertion and deletion operation on a  binary search tree with suitable  
      algorithms.                     (13) 

5.a.Write short notes on threaded binary tree.       (7) 
    b.Describe an iterative algorithm to traverse a tree in preorder.    (6) 
6.  Discuss in detail the various methods in which a binary tree can be represented .  

Discuss the advantage and disadvantage of each method.               (13) 
7.a.Explain B+ tree and its properties with example.      (7) 
    b.What are the steps to convert general tree to binary tree.     (6) 
8.a.Construct B tree to insert the following key elements (order of the tree is 3) 
       5,2,13,3,45,72,4,6,9,22.          (7) 
    b.Draw a B tree of order 6.         (6) 
9. a.What are AVL trees?.  Describe the different rotations defined for AVL tree.            (7) 
     b.Insert the following elements in sequence into an empty AL tree step by step. 
         15, 18, 20, 21, 28, 23, 30, 26         (6) 
10.a.Point out the operations of B-tree using 2-3 tree.      (7) 
      b.Explain the operations of threaded binary tree.      (6) 
11.a.Show the result of inserting 15, 17, 6, 19, 11, 10, 13, 20, 8, 14, 12 one at a time into   

an initially empty binary min heap.        (7) 
      b.Show the result of performing minimum three delete  operations in  binary min 

heap obtained.          (6) 
12.a.Illustrate how delete operation is performed in binary heap.   (7) 
      b.Write suitable procedure for procolate up and percolate down operations in a 

binary heap.          (6) 
13.a.Explain the construction of expression tree with example.    (7) 
      b.Give the application of tree.        (6) 
14.a.Compare B tree with B+ tree.         (7) 
      b.Create a B+ tree of order 5 for the following data arriving in sequence. 
          90, 27, 7, 9, 18, 21, 3, 4, 16, 11, 21, 72.       (8) 
15.a.Consider the binary search tree given below.  Find the result of in-order, pre-order 

and post-order traversal.  Show the deletion of the root node.  Insert 11, 22, 33, 44, 
55 and 77 in the tree. 
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UNIT IV – NON LINEAR DATA STRUCTURES – GRAPHS 
 

PART – A 
 

1. What are the representation of the graph?         (AU-ND 2018) 

Following two are the most commonly used representations of a graph. 

 Adjacency Matrix 

 Adjacency List 

There are other representations also like, Incidence Matrix and Incidence List. The 

choice of the graph representation is situation specific. It totally depends on the type 

of operations to be performed and ease of use. 

 

2. Define Euler circuits            (AU-ND 2018) 

Eulerian Path is a path in graph that visits every edge exactly once. Eulerian Circuit 

is an Eulerian Path which starts and ends on the same vertex. A graph is called 

Eulerian if it has an Eulerian Cycle and called Semi-Eulerian if it has an Eulerian 

Path.  

 

3. Write short note on Graph data structure.  

Graph is a data structure that consists of following two components: 

 A finite set of vertices also called as nodes. 

 A finite set of ordered pair of the form (u, v) called as edge.  

The pair is ordered because (u, v) is not same as (v, u) in case of a directed graph(di-

graph). The pair of the form (u, v) indicates that there is an edge from vertex u to 

vertex v. The edges may contain weight/value/cost  

 
4. List the application of graph. 

Graphs are used to represent many real-life applications: 
 Graphs are used to represent networks. The networks may include paths in a city 

or telephone network or circuit network.  
 Graphs are also used in social networks like linkedIn, Facebook. For example, in 

Facebook, each person is represented with a vertex(or node). Each node is a 
structure and contains information like person id, name, gender and locale. 

 
5. What is a Directed Graph?. 

 If a graph contains ordered pair of vertices, is said to be a Directed Graph. 
 If an edge is represented using a pair of vertices (V1, V2), the edge is said to be 

directed from V1 to V2. 
 The first element of the pair V1 is called the start vertex and the second element 

of the pair V2 is called the end vertex. 
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Set of Vertices V = {1, 2, 3, 4, 5, 5} 
Set of Edges W = {(1, 3), (1, 5), (2, 1), (2, 3), (2, 4), (3, 4), (4, 5)} 
 

6.Explain in brief about Undirected graph. 
 If a graph contains unordered pair of vertices, is said to be an Undirected Graph. 
 In this graph, pair of vertices represents the same edge. 

 
 
7. Explain about Adjacency matrix representation of graph. 

 Adjacency matrix is a way to represent a graph. 
 It shows which nodes are adjacent to one another. 
 Graph is represented using a square matrix. 

 

 
 
8. State the advantages of adjacency matrix way of graph representation. 

Advantages of Adjacency Matrix 
 Adjacency matrix representation of graph is very simple to implement. 
 Adding or removing time of an edge can be done in O(1) time. Same time is 

required to check, if there is an edge between two vertices. 
 It is very convenient and simple to program. 

 
9. Mention the limitations of adjacency matrix 

Limitations of Adjacency Matrix 
 It consumes huge amount of memory for storing big graphs. 
 It requires huge efforts for adding or removing a vertex. If you are constructing a 

graph in dynamic structure, adjacency matrix is quite slow for big graphs 
 
10.What is a Adjacency list graph representation?. 

 Adjacency list is a representation of graphs. 
 It is a collection of unordered list, used to represent a finite graphs. 
 Each list describes the set of neighbors of a vertex in the graph. 
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 Adjacency list requires less amount of memory. 
 For every vertex, adjacency list stores a list of vertices, which are adjacent to the 

current one. 
 In adjacency list, an array of linked list is used. Size of the array is equal to the 

number of vertices. 
 

 
 

PART-B 
 
1. Distinguish between breadth first search and depth first search with example. 

      (AU-ND 2018) 
2.    State and explain topological sort with suitable example.        (AU-ND 2018) 
3.    Describe in detail about the following representations of a graph. 
    a.Adjacency matrix          (7) 
    b.Adjacency list.           (6) 
4.a.Explain the topological sorting of a graph G with example.     (7) 
    b.Elaborate on the stepwise procedure for topological sort.     (6) 
5.a.Explain with algorithm, how DFS be performed on a undirected graph.   (7) 
 b.Show the algorithm for finding connected components of an undirected graph  using 

DFS, and derive the time complexity of the algorithm.    (6) 
6.a.Disucss the algorithm for Breadth First Search on a graph.    (7) 
    b.Illustrate with suitable example Depth First search on  a graph.   (6) 
7.a.Illustrate Kriskal’s algorithm to  find the minimum spanning tree of a graph.          (7) 
   b.Trace the algorithm for the following graph.      (6) 
 
 
 
 
 
 
 
 
    
 
 
8.a.Consider the given directed acyclic graph D. Sort the nodes D by applying 

topological sort on D.  
                                                                                                                                                                   (7) 
 
 
 

                                  7                             

                     

                   5            1                                  1       

                                  3                       5 
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   b.Consider the graph given below and show its adjacency list in the memory 
 
 
 
 
 

 
 
 

9.   Compare any two application of graph with your own example.              (13) 
10. Discuss any one of the shortest path algorithm with suitable example.             (13) 
11. Discuss the prims algorithm for minimum spanning tree,  Give an example.          (13) 
12. a.Write the procedure to find an Euler Circuit in a graph.    (7) 
       b.Trace the algorithm for the given graph.      (6) 
 
 
 
 
 
 
 
 
13.Explain the procedure to compute the shortest path using Dijkstra’s  algorithm.  

Validate the algorithm with suitable example.                 (13) 
14.Explain the depth first approach of finding articulation points in a connected graph 

with necessary algorithm.                   (13) 
15.a.Write short notes on Bi-connectivity.       (7) 
      b.Illustrate the different types of graphs with example.    (6) 
16. Given the adjacency matrix of a graph, write a program to calculate the in-degree 

and out-degree of a node N in the grph.                 (13) 
17.How to check whether or not a graph is disconnected?. Describe an algorithm that 

uses brute force approach to find all the articulation points in G in O(C(V+E)) time.
                      (13) 

18. Given a rooted tree, one desires to find the shortest path from the root to a given 
node v.  Which algorithm would one use to find the shortest path?. Write a program 

A B 

C D 

 

                      5                        3                            2 
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to determine whether there is at least one path from the source to the destination.
                       (13) 

19.Consider 5 cities: New Delhi(1), Mumbai(2), Chennai(3), Bangalore(4) and 
Kolkata(5) and a list of flights that connect these cities as shown in the following 
table.  Use the information to construct a graph.                (13) 

 
Fligth No. Origin Destination 

101 2 3 
102 3 2 
103 5 3 
104 3 4 
105 2 5 
106 5 2 
107 5 1 
108 1 4 
109 5 4 
110 4 5 

 
 
 
 

UNIT V – SEARCHING, SORTING AND HASHING TECHNIQUES 
 

PART – A 
 

1. What are the advantage and disadvantage of separate chaining and linear 

probing?. 

Separate chaining  

Pros 

o Simple to implement 

o Hash table capacity not limited 

o Robust technique. 

o Accommodate many keys 

 

Cons 

o Cache performance is not good 

o Wastage of space 

o Search time can be O(n) in worst case 

o Uses extra space for links 

Linear probing 

Pros 

o Best cache performance 

o Easy to compute 

o Suffers from clustering 
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2. State the complexity of binary search. 

Search a sorted array by repeatedly dividing the search interval in half. Begin 

with an interval covering the whole array. If the value of the search key is less 

than the item in the middle of the interval, narrow the interval to the lower half. 

Otherwise narrow it to the upper half. Repeatedly check until the value is found 

or the interval is empty. 

The idea of binary search is to use the information that the array is sorted and 

reduce the time complexity to O(Log n). 

 

3. What is meant by collision?. 

 A hash function gets a small number for a key which is a big integer or string, 

there is a possibility that two keys result in the same value. The situation where a 

newly inserted key maps to an already occupied slot in the hash table is called 

collision.  Collisions are very likely even if we have big table to store keys. 

 

4. What is hashing?. 

 Hashing is the process of mapping large amount of data item to smaller table 
with the help of hashing function. 

 Hashing is also known as Hashing Algorithm or Message Digest Function. 
 It is a technique to convert a range of key values into a range of indexes of an 

array. 
 

5. How to handle collision?. 
There are mainly two methods to handle collision: 
 
 Separate Chaining - The idea is to make each cell of hash table point to a 

linked list of records that have same hash function value. 
  Open Addressing -  In Open Addressing, all elements are stored in the hash 

table itself. So at any point, size of the table must be greater than or equal to 
the total number of keys 

 
6. List the advantages of Hashing. 

 It is used to facilitate the next level searching method when compared with 
the linear or binary search. 

 Hashing allows to update and retrieve any data entry in a constant time O(1). 
 Constant time O(1) means the operation does not depend on the size of the 

data. 
 Hashing is used with a database to enable items to be retrieved more quickly. 
 It is used in the encryption and decryption of digital signatures. 

 
7. Write short note on Hashing function. 

 A fixed process converts a key to a hash key is known as a Hash Function. 

 This function takes a key and maps it to a value of a certain length which is 

called a Hash value or Hash. 



  Subject Code / Name: CS8391 Data Structures  

 

 

DS3.23                                                                                                                                                   KCE/CSEQB/II YR/DS 

 

 Hash value represents the original string of characters, but it is normally 

smaller than the original. 

 It transfers the digital signature and then both hash value and signature are 

sent to the receiver. Receiver uses the same hash function to generate the 

hash value and then compares it to that received with the message. 

 If the hash values are same, the message is transmitted without errors. 
 

PART-B 
 

1.a.  State and explain the shell sort. State and explain the algorithm for shell sort.  Sort  
the elements using shell sort.      (AU-ND 2018)(7) 

  b.  Explain Open Addressing in detail.     (AU-ND 2018)(6) 
2.a Distinguish between linear search and binary search.  State and explain the  

algorithms for both the search with example.              (AU-ND 2018)(13) 
3.      Explain Rehashing and extendible hashing.   
        Given input {4371, 1323, 6173, 4199, 4344, 9679, 1989} and a hash function         

h(x)=   x(mod 10), showing the resulting 
i. open hash table 
ii. closed hash table using linear probing 
iii. closed hash table using quadratic probing 
iv. closed.     

4.   Describe how the divide and conquer technique is implemented in binary search.  
            (13) 

5.   Describe the algorithm to sort the following array: 77, 33, 44, 11, 88, 22, 66, 55 
    a.Insertion sort.          (7) 
    b.Shell sort.           (6) 
6.   List and illustrate the different types of hashing technique.               (13)   
7.a.Interpret the result of inserting the keys 2,3,5,7,11,13,15,6,4 into an initially empty  
       extendible hashing data structure with M=3.                    (7) 
   b.Discuss the running time of Divide-and-conquer merge sort algorithm.   (6) 
8.a.Sort the sequence 3,1,4,1,5,9,2,6,5 using Insertion sort.     (7) 
    b.Describe the routine for insertion sort.       (6) 
9.  Write an algorithm to sort a set of N numbers using quick sort. Demonstrate  the  

algorithm for the following set of number : 88,11,22,44,666,99,32,67,54,10          (13) 
10.Explain the various collision resolution technique in detail with an example.         (13) 
11.Compare the Bucket sort and selection sort and discuss the methods.             (13) 
12.Sort the given integers and explain the intermediate results using shell sort. 
      35, 12, 14, 9, 15, 45, 32, 95, 40, 5.                   (13) 
13.Illustrate Bubble sort technique and explain the algorithm.                            (13) 
14.Explain Merge sort algorithm with example.                 (13) 
15.Discuss the algorithm to search a number using binary search technique.               (13) 
16.Ilustrate Extendible hashing technique. Explain in detail.               (13) 
17.Explain Selection sort and Radix sort algorithm with example.              (13) 
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Question Paper Code : 250060 
B.E / B.Tech Degree Examination, November/December 2018 

Third Semester 
Computer Science and Engineering 

CS8391 – DATA STRUCTURES 
(Regulation 2017) 

 
Time : Three Hours       Maximum : 100 marks 

Answer ALL Questions 
Part – A (10*2=20 marks) 

 
1. State the advantage of ADT. 
2. What are the disadvantage of linked list over array? 
3. What are the application of stacks? 
4. What are priority queues?.  What are the ways to implement priority queue? 
5. For the tree in Figure 1.  

 List the siblings for node E 
 Compute the height 

 
 
 
 
 
 
 
 
 
 

Fig.1 
 

6. Show the result of in-order traversal of the binary search tree given in figure 2. 
 
 
 
 
 
 
 
 

Fig.2 
 

7. What are the representation of the graph? 
8. Define Euler circuits 
9. What are the advantage and disadvantage of separate chaining and linear 

probing?. 
10. State the complexity of binary search. 
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Part – B (5*13=65 marks) 
 
11.a.i. State the polynomial representation for 6x3+9x2+7x+1 using linked list.  Write 

procedure to add and multiply two polynomial and explain with suitable 
example.            (7) 

          ii. What are the ways to insert a node in linked list?.  Write an algorithm for 
inserting a node before a given node in a linked list.    (6) 

 
Or 

b.i. What are the various operations on array?.  Write a procedure to insert an 
element in the middle of the array.       (7) 

   ii.        Write a procedure to delete the last node from a circular linked list.  (6) 
 
12.a. Write the procedure to convert the infix expression  to postfix expression and 

steps involved in evaluating the postfix expression.  Convert the expression A-
(B/C+(D%E*F)/G)*H to postfix form.  Evaluate the given postfix expression                        
9 3 4 * 8 + 4 / - 

Or 
12.b. What are circular queues.  Write the procedure to insert an element to circular 

queue  and delete an element from a circular queue using array implementation. 
 
13.a. Write the following routines to implement the basic binary search tree 

operations. 
               i.  Perform search operation in binary search tree. 

 ii. Find_min and Find_max 
or 

13.b. Distinguish between B Tree and B+ tree.  Create a B tree of order 5 by inserting 
the following elements: 3,14,7,1,8,5,11,17,13,6,23,12,20,26,4,16,24,25,19. 

 
14.a. Distinguish between breadth first search and depth first search with example. 

Or 
14.b. State and explain topological sort with suitable example. 
 
15.a.i. State and explain the shell sort. State and explain the algorithm for shell sort.  

Sort the elements using shell sort.       (7) 
        ii. Explain Open Addressing in detail.       (6) 

or 
15.b.i. Distinguish between linear search and binary search.  State and explain the 

algorithms for both the search with example.     (7) 
        ii.   Explain Rehashing and extendible hashing.     (6) 
 
     
 
 
 



  Subject Code / Name: CS8391 Data Structures  

 

 

DS3.26                                                                                                                                                   KCE/CSEQB/II YR/DS 

 

 
Part – C (1*15=15 marks) 

 
16.a. What are expression trees.  Writ the procedure for constructing an expression 

tree. 
Or 

16.b.   Given input {4371, 1323, 6173, 4199, 4344, 9679, 1989} and a hash function 
h(x)=  x(mod 10), showing the resulting 

 open hash table 
 closed hash table using linear probing 
 closed hash table using quadratic probing 
 closed. 

 

























































































































































 
 

 
ACADEMIC YEAR 2019-20 (ODD SEMESTER) 

 
DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

CS8391 – DATA STRUCTURES 

 

PCE SKILL ACTIVITY PLAN 

 

Activity 1: Application of concept -Consider five cities: (1) New Delhi, (2) Mumbai, (3) 

Chennai, (4) Bangalore, and (5) Kolkata, and a list of flights that connect these cities as 

shown in the following table. Use the given information to construct a graph and 

explain.(10) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Activity 2: GATE  questionnaire*  

 

Activity 3: Concept Map – Sorting Algorithm 

 

Activity 4: Virtual Lab exercise – Expression trees 

 

Activity 5: Coding exercise – Trees & Graphs 

 
Activity 6: Google classroom – Quiz* 

 

 

 

 

 

 

 

 

 

 

 

Flight No. Origin Destination 

101 2 3 

102 3 2 

103 5 3 

104 3 4 

105 2 5 

106 5 2 

107 5 1 

108 1 4 

109 5 4 

110 4 5 





 

SCREEN SHOTS – ACTIVITY 2  

 

 

 

Activity 2- (quiz – average marks 9.02/10)- 0.5 weigthage 

 

 



 

 

SCREEN SHOTS – ACTIVITY 4 (coding exercise)- 5 marks weigthage 

 

 

 

SCREEN SHOTS – ACTIVITY 3 (Virtual lab exercise)- 5 marks weigthage 

 

 

 

 



 

SCREEN SHOTS – ACTIVITY 3 (infix to postfix conversion)- 2 marks weigthage 

0 a ( a 

1 + (+ a 

2 b (+ ab 

3 * (+* ab 

4 c (+* abc 

5 - (- abc*+ 

6 ( (-( abc*+ 

7 d (-( abc*+d 

8 / (-(/ abc*+d 

9 e (-(/ abc*+de 

10 + (-(+ abc*+de/ 

11 f (-(+ abc*+de/f 

12 ^ (-(+^ abc*+de/f 

13 g (-(+^ abc*+de/fg 

14 ^ (-(+^^ abc*+de/fg 

15 h (-(+^^ abc*+de/fgh 

16 ) (- abc*+de/fgh^^+ 

17  (- abc*+de/fgh^^+ 

18 )  abc*+de/fgh^^+ - 

 

 

SCREEN SHOTS – ACTIVITY 3 – online assignment submission based 

 



SCREEN SHOTS – ACTIVITY 3 – sample assignment 

Draw the stack structure in each case when the followingoperations are performed on an empty 

stack.(a) Add A, B, C, D, E, F (b) Delete two letters(c) Add G (d) Add H(e) Delete four letters (f) 

Add I 

        F 

        E     

        D 

        C 

        B 

        A 

STEP  1 

 

       

         D 

         C 

         B 

         A             

STEP  2 

 

          G 

          D 

          C 

          B 

          A 

STEP   3 

          H 

          G 

         D 

          C 

          B 

          A 

STEP  4 

 

 

 

          

         B 

         A 

 STEP  5 

 

 

 

         I 

         B 

         A 

STEP  6 
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	4. Differentiate between data type and data structure.
	Data Type: Data Type of a variable is a set of values the variable may assume. Eg. int, char & real
	Data Structures: Data structure mean the way of organizing data values with the help of existing data types. Eg. Array, stack queue, & tree.
	5. State the significance of data structure.

